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Abstract

We consider the communication complexity of secure multi-party com-
putation protocols in the cryptographic model. In this model, the adver-
sary is allowed to corrupt up to t of the n players, for any t < n/2.

The most efficient protocol known for this model requires Ω(cn4κ)
bits of communication for securely evaluating a circuit of size c, where κ
denotes a security parameter [CDN01]. We present a new protocol for the
same task, which communicates only O(cn2κ + n4κ) bits.

The proposed protocol combines techniques from the multi-party pro-
tocol based on homomorphic encryption [CDN01] with those from the
player elimination framework [HMP00].

1 Introduction

The goal of secure multi-party computation is to enable a set of n players to
evaluate an agreed circuit in a secure way, where every player holds some input,
and every player shall receive some output (see e.g. [Yao82, GMW87, BGW88,
CCD88, RB89, Bea91b]).

Since several years, the communication complexity of such protocol is of
particular interest. There are two main streams of research in this direction:
Protocols considering the round complexity [BB89, BFKR90, FKN94, IK00],
and protocols considering the bit complexity [FY92, GRR98, HMP00, CDN01,
HM01]. We focus on the latter.

2 Approach

We apply techniques from the player elimination framework [HMP00] to the
multi-party protocol of [CDN01].
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In [CDN01], a multi-party computation protocol based on a homomorphic
public-key encryption scheme is proposed. The players jointly generate the keys
such that the public key is commonly known but the secret key is shared among
the players. Then, every player encrypts his input and broadcasts this encryp-
tion. Afterwards, the players jointly compute encryptions of all intermediate
results in the circuit (i.e., the values on the wires). Finally, the outputs of the
circuits are jointly decrypted.

The key idea of the player elimination framework [HMP00] is to eliminate
misbehaving players from the further protocol execution, and thus preventing
them from disturbing (and slowing down) the protocol execution more than
once. As misbehavior can in general not be localized exactly (rather there will
be a dispute and mutual accusations among two players), a set of players is
eliminated with the only guarantee that at least half of the players in the set
are faulty players. This technique has proven to be effective in a setting with
t < n/3, as the non-eliminated players jointly know all intermediate results and
hence can go on with the protocol execution after a set of players has been
eliminated.

However, in a setting with faulty minority (i.e., t < n/2), the non-eliminated
players do not necessarily jointly know the so-far computed intermediate results.
As an illustrating example, consider n = 2t + 1 and a set of 2t players to be
eliminated. Evidently, the single remaining player does not know the interme-
diate values of the protocol (this would violate privacy), and hence the protocol
cannot be continued after players are eliminated, but must be restarted.

We overcome this problem by using some enhanced techniques: First, the
protocol is divided into two parts, a preparation part and a evaluation part [Bea91a].
In the preparation part, a bunch of encrypted triples is generated, where the
third value is the product of the first two values. In the evaluation part, the
effective circuit is evaluated by using these triples. The evaluation part will
be robust, i.e., misbehaving players cannot disturb. The preparation part will
be designed in such a way that even when players get eliminated, the so-far
prepared values can still be used.

3 Results

As main result, the proposed protocol achieves a total communication complex-
ity of O(cn2κ + n4κ) bits. This improves on the most efficient protocol for
t < n/2 known so far [CDN01] by a factor of n2 for large circuits (at least n2

gates).
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