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Can customers move their services and 
validate that they still protect data security?
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Reasons to Doubt
• History has shown they are vulnerable to attack

‣ SLAs, audits, and armed guards offer few guarantees

‣ Insiders can subvert even hardened systems
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Cloudy Future 

• New problem or new solution?

‣ New challenges brought on by the cloud (plus old ones)

‣ Utility could provide a foundation for solving such challenges
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Cloudy Future 

• Improve on data centers?  On home computing?

‣ Seems like a low bar
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AmazonIA
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our case, operates the IaaS cloud infrastructure, authenti-
cates users and bills them for the resources they consumed.

The Publisher creates and publicly o↵ers cloud apps, called
Amazon Machine Images (AMIs). For this, he selects an ex-
isting AMI (AMI-1 in Fig. 1), instantiates it (Instance-1AMI-1),
logs into the running instance to configure it, and finally
publishes a snapshot as a new AMI (AMI-2).

The Consumer selects this AMI from a list of available
AMIs, instantiates it (Instance-2AMI-2), and uses it for her
purposes. Optionally, a Publisher can declare an AMI as
paid AMI to earn money from Consumers invoking it.

!"#$%&'((&
)*#+,&

-.&/#012$+,& 3.&405*6076*,&

8.&$5,&

9.&($:"45;&

<.&405*6076*,&

!"#$%&'()*

+,-&".()*

!),/%0()*

=05*60/,>3'?=>3&

=05*60/,>-'?=>-&

'?=>3&

'?=>-&

Figure 1: Basic System Model of Cloud App Store

The Cloud App Store poses security challenges for both,
Consumers and Publishers (see also [48, 17]).

Security of Consumer. The Consumer must trust the
Publisher not to include any malware into the AMI. Such
a malicious AMI could contain a Trojan horse that spies
on or modifies the Consumer’s data, or a backdoor for mali-
cious remote login. Even though full protection against such
malicious AMIs is almost impossible, filters, virus scanners,
and rootkit detectors could provide at least some level of
protection [48].1

Security of Publisher. The Publisher on the other hand
might accidentally publish AMIs that contain highly sensi-
tive information. Examples include keys, credentials, pass-
words, command history/log files, or source code.

Although Amazon’s user guide recommends to ensure that
all confidential information is removed before publishing an
AMI [12, Sharing AMIs Safely], many users seem to be un-
aware of the crucial consequences of ignoring these recom-
mendations, do not have the appropriate tools at hand, or
simply forgot private data in their AMIs.

The Gap between Theory and Practice. The Pro-
vider could filter AMIs for Trojans, backdoors, or confiden-
tial information to reduce the chance of malicious or sen-
sitive data within AMIs. This was proposed in [48], but
although the automated filtering system presented in that
paper seems to be used already within the IBM Smart-
Cloud [32], the explicit filtering rules are not available to
the public.

In contrast, Amazon currently does not provide automated
scanning of public AMIs as they are not responsible/liable
for what users do with their own data. Though Amazon
quickly reacts on incidents reported to their security hotline
1In principle, this is similar to mobile app stores where
downloaded apps must be trusted as well. Recently,
Google’s mobile app store withdrew 25 Android apps that
were infected with malware [13]. As such attacks also
harm the reputation of the mobile app store provider, some
providers already review new apps submitted to the store to
ensure that they perform as expected [9, 31].

and informs a↵ected customers, e.g., those running an AMI
in which a backdoor was found [15].2

In this paper we show that these previously reported inci-
dents are only the tip of the iceberg and many of the publicly
available AMIs have severe security vulnerabilities leaking
highly sensitive data.

Our Contribution and Outline.
After summarizing related work in §2 and giving back-

ground information on the Amazon Web Services (AWS)
in §3 we present the following contributions.
Extraction of Sensitive Information from Public

AMIs (cf. §4). Through an extensive analysis we were able
to extract highly sensitive information from several publicly
available EC2 AMIs. To make the analysis cost and time
e↵ective we developed an automated tool that uses di↵erent
search strategies and exploits technology specific aspects of
the Amazon cloud. The costs for running our attack were
less than $20 while the information we extracted from the
AMIs would allow an attacker to cause financial damage of
several $10, 000 per day and could severely harm the reputa-
tion of several companies that operate services in the cloud.
After testing overall 1225 AMIs we got hold of the source
code repositories, administrator passwords and other types
of credentials of various web service providers.
SSH Vulnerabilities in AMIs (cf. §5). We discovered

several vulnerabilities in AMIs that are introduced by incor-
rect usage and configuration of SSH. About one third of the
tested 1100 public AMIs in Europe and the US-East region
contain an SSH backdoor, i.e., a (forgotten) public key that
allows remote login for the Publisher. We identified multi-
ple instances that use the same SSH host key which allows
an external attacker to correlate these instances running the
same or a similar AMI, identify candidates for corresponding
public AMIs, and mount several attacks, e.g., host imper-
sonation.
Countermeasures (cf. §6). We provide several mech-

anisms to protect against our attacks on public AMIs. Be-
sides organizational measures we propose to use our tools to
enhance the security of the interfaces for publishing AMIs
and also extensions to the interface of the Cloud App Store.

2. RELATED WORK
In this section we briefly revisit previous work on the se-

curity challenges of publicly sharing Virtual Machine (VM)
images (AMIs in our terminology) on which we build our
practical attacks. Afterwards we review the main related
work on general cloud security, security aspects specific to
the Amazon cloud, and methods for searching private data.

VM Image Analysis.
As summarized in §1, security and privacy risks for the

Consumer and Publisher when sharing VM images have
been identified in [48]. Shared VM images may contain ei-
ther malware that was intentionally or unintentionally in-
cluded by the Publisher. To protect against these threats,
the authors propose filtering of VM images by the Provider
which has been implemented in the Mirage image manage-

2“For security reasons, we (Amazon) recommend that any
instance based on a publicly available AMI that is dis-
tributed with an included SSH public key should be con-
sidered compromised and immediately terminated.” [14]

390

Consumers use published instances [CCS 2011]

Instances may be flawed - have adversary-
controlled public and private keys 
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Security Configuration 

‣ Zillions of security-relevant configurations for instances

• Firewalls

• Mandatory access control 

‣ SELinux, AppArmor, TrustedBSD, Trusted Solaris, MIC

• Discretionary access control 

• Application policies (e.g., Database, Apache)

• Pluggable Authentication Modules (PAM)

• Application configuration files

• Application code enforces security

‣ Plus new configuration tasks for the cloud - e.g., storage  
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DAC Permission Diffs

8

Study of link traversal attacks [USENIX Sec 2012a]

Permissions and vulnerabilities varied between 
two Linux distros

2 Problem Definition

Processes frequently require system level resources like
files, libraries, and sockets. Since the system’s manage-
ment of these objects is unknown to the process, names
are used as convenient references to the desired resource.
A name resolution server is responsible for converting
the requested resource name to the desired object via a
namespace binding. Typical namespaces in Unix-based
systems include the filesystem and System V IPC names-
paces (semaphores, shared memory, message queues,
etc.). Some namespaces may even support many-to-one
mappings (e.g., multiple pathnames may be linked to the
same file inode).

Unfortunately, various name resolution attacks are
possible when an attacker is able to affect this indirection
between the desired resource and its name. In this sec-
tion, we broadly outline two classes of name resolution
attacks and give several instances of them. We then dis-
cuss how previous efforts attempt to defend against these
attacks and their limitations. Finally, we present our so-
lution, STING, that overcomes many of these shortcom-
ings.
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Figure 1: Improper binding and improper resource attacks. A
and V are adversary and victim processes respectively.

2.1 Name Resolution Attacks

Malicious parties can control the name resolution pro-
cess by modifying the namespace’s binding to trick
victim processes into accessing unintended resources.
We find that these attacks can be categorized into two
classes. The first, improper binding attacks, are when
attackers introduce bindings to resources outside of the
attackers control. This can give adversary indirect access
to the resource through the victim. Such attacks are in-
stances of the confused deputy [33]. The second class,
improper resource attacks, is when an attacker creates an

unexpected binding to a resource the adversary controls.
Instances of these attacks depend on the namespace.

For example, the filesystem namespace is often exploited
through malicious path bindings like symbolic links and
the creation of files with frequently used names. Con-
sider a mail reader program running as root attempting
to check mail from /var/mail/root. Users in the mail
group are permitted to place files in this directory for the
program to read and send. Figure 1 demonstrates how
name resolution attacks from both categories could be
performed on this program.

• Symbolic link following: The adversary wishes to
exfiltrate a protected file (/etc/passwd) that it can-
not normally access. Since users in group mail are
permitted to create (and delete) bindings (files) in
/var/mail, the adversary inserts a symbolic link
/var/mail/root in the namespace that is bound to
the desired file. If a victim mail program running as
root does not check for this link, it might inadver-
tently leak the protected file. A similar attack can be
launched through hard links. This is an instance of
an improper binding attack, where adversaries use
control of bindings to redirect victim programs with
privileges to access or modify resources the adver-
saries cannot directly.

• Squatting: Even if the mail program defends itself
against link following attacks, the adversary could
simply squat a file on /var/mail. If the mail pro-
gram accepts this file, the adversary could spoof the
contents of mail read by root. This is an example
of an improper resource attack, where the adversary
uses control of bindings to create a resource under
her control when the victim does not expect to in-
teract with the adversary.

• Untrusted search path: Programs frequently rely
on files like system libraries or configuration files,
but the names they supply to access these files
may be wrong. One frequent cause is the program
supplying a name relative to its working directory,
which causes a problem if the working directory is
adversary controlled. Adversaries can then simply
bind arbitrary resources at these filenames, possi-
bly gaining control of the victim’s program. This
is another instance of an improper resource attack,
where the adversary supplies an improper resource
to the victim.

While the attacks an adversary can carry out are well
known, the ways in which programs defend themselves
are often ad hoc and complex [13]. Even the most
diligent programs may fail to catch all the ways in
which an adversary might manipulate these namespaces.

Adversary model Total Resolutions Adversary Access Vulnerable
DAC - Ubuntu 2345 134 (5.7%) 21 (0.9%)
DAC - Fedora 1654 66 (4%) 5 (0.3%)

Table 4: Table showing the total number of distinct entrypoints
invoking system calls performing namespace resolutions, num-
ber accessible to adversaries under an adversary model, and
number of interfaces for which STING detected vulnerabilities.

6.1.1 Finding Vulnerabilities

Using a DAC attacker model, in total, STING found
26 distinct vulnerable resolutions across 20 distinct pro-
grams (including scripts). Of the 26 vulnerable resolu-
tions, 5 correspond to problems already known but un-
fixed. 17 of these vulnerabilities are latent [13], meaning
a normal local user would have to gain privileges of some
other user and can then attempt further attacks. For ex-
ample, one bug we found required the privileges of the
user postgres to carry out a further attack on root.
This can be achieved, for example, by remote network
attackers compromising the PostgreSQL daemon. For
all vulnerabilities found, we manually verified the source
code that a name resolution vulnerability existed. Sev-
eral bugs were reported, of which 2 were deemed not
exploitable (although a name resolution vulnerability ex-
isted) (Section 6.1.3).

Table 4 shows the total number of distinct name res-
olutions received by STING that were attackable . This
data shows challenges facing static and normal runtime
analysis. Only 4-5.7% of the total name resolutions
are accessible to the adversary under the DAC adver-
sary model. Therefore, static analysis that looks at the
program alone will have a large number of false pos-
itives, because programs do not have to protect them-
selves from name resolutions inaccessible to the adver-
sary. Second, normal runtime analysis cannot differen-
tiate between when programs are vulnerable and when
they protect themselves appropriately. We found only
7.5-15.6% of the name resolutions accessible to the ad-
versary are actually vulnerable to different name reso-
lution attacks. Further, 6 of these vulnerabilities would
simply not have been uncovered during normal runtime;
they are untrusted search paths that require programs to
be launched in insecure directories.

Table 5 shows the total number of vulnerabilities by
type. A single entrypoint may be vulnerable to more than
one type of attack. We note that STING was able to find
vulnerabilities of all types, including 7 that required race
conditions.

Table 6 shows the various programs across which vul-
nerabilities were found. Interestingly, we note that 6
of the 24 vulnerable name resolutions in Ubuntu were
found in Ubuntu-specific scripts. For example, CVE-

Type of vulnerability Total
Symlink following 22
Hardlink following 14
File squatting 10
Untrusted search 6
Race conditions 7

Table 5: Number and types of vulnerabilities we found. Race
is the number of TOCTTOU vulnerabilities, where a check is
made but the use is improper. A single entrypoint in Table 6
may be vulnerable to more than one kind of attack.

Program Vuln. Priv. Escalation Distribution Previously
Entry DAC: uid->uid known

dbus-daemon 2 messagebus->root Ubuntu Unknown
landscape 4 landscape->root Ubuntu Unknown
Startup scripts (3) 4 various->root Ubuntu Unknown
mysql 2 mysql->root Ubuntu 1 Known
mysql upgrade 1 mysql->root Ubuntu Unknown
tomcat script 2 tomcat6->root Ubuntu Known
lightdm 1 *->root Ubuntu Unknown
bluetooth-applet 1 *->user Ubuntu Unknown
java (openjdk) 1 *->user Both Known
zeitgeist-daemon 1 *->user Both Unknown
mountall 1 *->root Ubuntu Unknown
mailutils 1 mail->root Ubuntu Unknown
bsd-mailx 1 mail->root Fedora Unknown
cupsd 1 cups->root Fedora Known
abrt-server 1 abrt->root Fedora Unknown
yum 1 sync->root Fedora Unknown
x2gostartagent 1 *->user Extra Unknown
19 Programs 26 21 Unknown

Table 6: Number of vulnerable entrypoints we found in vari-
ous programs, and the privilege escalation that the bugs would
provide.

2011-4406 and CVE-2011-3151 were assigned to two
bugs in Ubuntu-specific scripts that STING found. Fur-
ther, the programs containing vulnerabilities range from
mature (e.g., cupsd) to new (e.g., x2go). We thus be-
lieve that STING can help in detecting vulnerabilities be-
fore an adversary, if run on test environments before they
are deployed.

MAC adversary model. We carried out similar ex-
periments for a MAC adversary model on Fedora 16’s
default SELinux policy. We assume an adversary limited
only by the MAC labels, and allow the adversary per-
missions to run as the same DAC user. This is one of the
aims of SELinux – even if a network daemon running as
root gets compromised, it should still not compromise
the whole system arbitrarily. However, we found that the
SELinux policy allowed subjects we consider untrusted
(such as the network-facing daemon sendmail_t) cre-
ate permissions to critical labels such as etc_t. Thus
STING immediately started reporting vulnerable name
resolutions whenever any program accessed /etc. Thus,
either the SELinux policy has to be made stricter, the ad-
versary model must be weakened for mutual trust among
all these programs, or all programs have to defend them-
selves from name resolution attacks in /etc (which is
probably impractical). This problem is consistent with
the findings that /etc requires exceptional trust in the
SELinux policy reported elsewhere [42].
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Cloud Service Vulnerabilities
‣ Vulnerabilities have been found in cloud services

• E.g., OpenStack identity service, web interface, and API service

‣ Adversaries who compromise such services may launch a 
variety of attacks

• E.g., Key Injection Attack 

9

Response Modification. Compromised cloud services
can tamper with responses returned by compute the ser-
vice, causing the client to see attacker crafted responses
instead of the legitimate compute service reponse (i.e.
Console Output Attack).

In next few sections, we exemplify and analyze each
category.

A. Snapshot Attack

In this attack, attacker can obtain sensitive data
saved on instance’s filesystem through taking a snapshot
of it.

Background. The cloud supports a quick and easy way
to create new instance image by taking a snapshot of a
running instance. The new instance image will contain
all files on the running instances filesystem at the time
of snapshot creation. This is useful as for backup and
image building purposes. The detailed procedure to take
a snapshot is shown as follows: Client makes a request
to cloud API service to take a snapshot. Cloud API
service invokes the snapshot_instance method of
the compute service that hosts the instance. Compute
service will interface with local virtualization driver
(e.g. Libvirt Driver) to take a snapshot of the instance.

Attack. A malicious cloud API service under control
of attacker can obtain sensitive data from a client’s
instance by directly making snapshot request to compute
service. This request is not on behalf of the client.
Nevertheless, compute service will still serve it as it
performs no authentication and authorization (the cloud
identity service only authenticates and authorizes the
client’s initial request)

Launching this attack requires the attacker to invoke
the The difficulty for the attacker to launch Snap-
shot Attack relies on attackers ability to invoke the
snapshot_instance method of the compute ser-
vice. Unfortunately, this is fairly straightforward. Since
OpenStack cloud services are interconnected through
the message queue, any service can publish messages on
the queue to the compute service. The compute service
neither verifies nor authorizes the message as it believes
the request is already authenticated and authorized.
Therefore, attacker only needs to compromise one single
cloud service that is connected to the message queue.

There are many similar security sensitive meth-
ods supported by compute service. For example, the
set_admin_password method of compute service
allows resetting the admin password of an instance
and inject_file allows injecting arbitrary files into
a running instance. These security sensitive methods
are open to attackers once they compromise any cloud
service connected to the message queue.

Attack Analysis. The root cause of the Snapshot Attack
is the lack of authorization of incoming requests to

API
Service

Compute
Service

Database

API
Service

nova keypair-add 

mykey

nova boot --key-name 

mykey

mykey : ssh-rsa ABC

mykey : ssh-rsa ABC

ssh-rsa ABC
ssh-rsa DEF

Step 1

Step 2

Fig. 3: Key Injection Attack

the compute service. The compute service serves any
request from any service without verifying that the
request is on behalf of the client.

B. Key Injection Attack

Even if the request is verified to be on behalf of
clients, services can still modify the request in malicious
ways. An example is the key injection attack. In this
attack, attackers can gain privileged access to client’s
instance by modifying the SSH connection key injected
into instance.

Background. When client starts up an instance, it is
often based on a clean image retrieved from the cloud
image service that contains no user-specific credentials.
To enable client login, the cloud provides a mechanism
to dynamically inject SSH connection key (a public
key belonging to client) into the instance. The client
can later can use his private key to authenticate and
log in to the instance. The detailed procedure is shown
in Figure 3. First, the client makes a request to cloud
API service to create a key pair. The keypair is named
“mykey” in this case. While client keeps the private key,
the public key will be uploaded to cloud and saved in
cloud database. In the second step, client starts up a
new instance with “mykey”. Cloud API services query
the database to retrieve the actual public key that maps
to “mykey” and sends it to the compute service. The
compute service injects the public key into the instance
image and boots up the instance. The client can then
login to her instance by establishing an SSH connection
using her private key.

Attack. We now consider a malicious cloud API service
controlled by an attacker. A malicious API service can
modify the public key during either step 1) saving it to
database or step 2) retrieving it from database. With a
modified public key (a public key belongs to attacker)
injected into client’s instance, attacker can thus log in to
clients instance as privileged user. Attacker can increase
the subtlety of the attack through appending a public
key instead of modifying it. Therefore both client and

Saturday, September 14, 13



Systems and Internet Infrastructure Security (SIIS) Laboratory Page

Insiders
‣ Although the vendor may have a good reputation, not every 

employee may

10

Embracing the cloud 
Trust me with your 

code & data 

Cloud Provider Client 

You have to trust us as well 

Cloud operators 

Problem #1 Client code & data secrecy and 
integrity vulnerable to attack 

11"
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Side Channels
‣ Shared infrastructure leads to visibility for others

• You can’t monitor, but others can 

‣ Get Off My Cloud - Ristenpart et al. [CCS 2009]

• Caches (Memory)

• Devices (I/O)

• CPU

• Scheduling

‣ Ari Juels -- “Many of the security implications of the cloud 
stem from tenants entrusting computing resources to a third 
party that they controlled in the past.”

‣ Not really going to discuss this further

11
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Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic

12

Client Service
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Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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Cloud Complexity

• Cloud environments add further challenges
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VM

Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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VM

Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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VM

Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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VM

Cloud Complexity

• Cloud environments add further challenges

‣ Opaque, Complex, Dynamic
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Blind Trust
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ServiceClient
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Blind Trust

• Cannot see what your services are doing
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?

‣ Will the service protect client data?
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?

‣ Will the service protect client data?
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?

‣ Will the service protect client data?
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?

‣ Will the service protect client data?
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Blind Trust

• Cannot see what your services are doing

‣ Are the data produced from a trustworthy system?

‣ Will the service protect client data?

13

ServiceClient

Need to verify the service’s integrity
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Client

Integrity Monitoring
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Client

Integrity Monitoring

• We need to monitor the system’s integrity 

‣ Define criteria for a trustworthy system

‣ Verify the system meets those criteria

14
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Client

Integrity Monitoring

• We need to monitor the system’s integrity 

‣ Define criteria for a trustworthy system

‣ Verify the system meets those criteria

• How do we measure the system’s configuration?
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Research Goal

15

Construct a mechanism to monitor cloud-hosted 
services to ensure they satisfy a broad range of 
customer-specified requirements with minimal 
verification overhead
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From Data Center to Cloud

16

InstanceInstance

Goal: achieve/improve data center monitoring
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Integrity Monitor Concept
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Service

Integrity Monitor Concept

• Integrity monitor similar to a reference monitor

‣ Mediate access to service based on integrity criteria

• Challenges

‣ Where do we measure integrity-relevant events?

‣ How do we verify ongoing integrity?

‣ How can we deploy this in a cloud environment?
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Measurement Techniques 

• System management tools
‣ Nessus, Nagios, Ganglia

• Challenge-based verification
‣ Genuinity, Pioneer, Viper

• Hardware-based attestation
‣ IMA, PRIMA, LIM, TNC, BIND, Flicker, Terra, Trustvisor, ...

18
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TCG Remote Attestation

• Trusted Platform Module (TPM)

‣ PCRs store event measurements

‣ Protected key pair uniquely identifies platform

‣ Enables remote attestation of recorded events
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Trusted Computing Pools
• TPM and OpenStack - trusted computing pools

• https://wiki.openstack.org/wiki/TrustedComputingPools

• Identify a node’s trustworthiness

‣ 1. Compute nodes boot with Intel TXT technology enabled

‣ 2. The compute node's BIOS, hypervisor, and OS are measured 

‣ 3. A quote containing these measured data is sent when 
challenged by an attestation server

‣ 4. Attestation server verifies those measurements against good/
known database to determine node’s trustworthiness

• Works within cloud, but not for customers

20
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Measurement Limitations

• Administrator decides what to measure

‣ Difficult to verify arbitrary criteria

‣ Too little or irrelevant information
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Attestation Limitations
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Attestation Limitations

• Attestation limits reporting timeliness

‣ Made worse by slow hardware
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Attestation Limitations

• Attestation limits reporting timeliness

‣ Made worse by slow hardware

‣ High demand for attestations
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Improved Monitoring

• Insight: Move integrity monitor to the cloud node 

‣ Avoid having to poll for attestations

‣ Measure only integrity-relevant events

23
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Challenges

• Can we trust a monitor in a cloud node?

• Can we efficiently and securely measure 
comprehensive integrity in a variety of conditions?

• Can we integrate monitor into a cloud platform?

24
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Cloud Node Integrity?
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Cloud Node Integrity?

• Can we trust a monitor in a cloud node?

‣ Can external clients determine the node’s identity? 

‣ Custom distributions are hard to assess

‣ Will we need to poll to check for updates and input?

26
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Verification Benefits 
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Verification Benefits 

• Clouds manage node provisioning

‣ Administers PKI for machine identities

‣ Network installs a master disk image and customizes

• Node is essentially a static hosting utility 

‣ Should not require persistent changes at runtime

‣ Should only allow inputs to well protected interfaces

27
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Root of Trust for Installation

• Root of Trust for Installation (ROTI) [ACSAC 2007]

‣ Binds the filesystem to a known installer (origin)

‣ Detect persistent changes across reboots

‣ Reinstall to update or control admins [ASIACCS 2012]
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netROTI

29

• Measure network installation process [IEEE S&P 2011]

‣ Network installation receives untrusted inputs

‣ Bootstrap installation from a measured launch environment 
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netROTI

29
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netROTI Proof: Sig( MLE, Installer, Image, FS,  AIK) 

• Measure network installation process [IEEE S&P 2011]

‣ Network installation receives untrusted inputs

‣ Bootstrap installation from a measured launch environment 
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netROTI

29

• Measure network installation process [IEEE S&P 2011]

‣ Network installation receives untrusted inputs

‣ Bootstrap installation from a measured launch environment 
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Protect Monitors on Nodes

30

‣ Can the node protect the monitors?

• Hardware security 

• Virtualization security

• OS security

• Hardened services

‣ What happens if the VMM and/or management VM are 
compromised?
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CloudVisor

31

• Is a virtualization layer below VMM [SOSP 2011]

‣ Implemented using available nested virtualization

• Interpose on sensitive events

‣ Leverage virtualization protection techniques

• CPU - conceal CPU states from VMM

• Memory - control VMM access to guest memory to prevent leakage

• I/O - encrypt I/O data (e.g., disk)

‣ Improves on ideas of guest VM protection from Proxos and 
Overshadow

‣ Does not address side channels or cloud services
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Challenges

• Can we trust a monitor in a cloud node?

• Can we efficiently and securely measure 
comprehensive integrity in a variety of conditions?

• Can we integrate monitor into a cloud platform?

32
Saturday, September 14, 13



Systems and Internet Infrastructure Security Laboratory (SIIS) Page

Custom Measurement

• What criteria can a client specify and monitor?

• How can the monitor measure the VM? 

‣ Various criteria should be supported

‣ Need to protect monitor from VM 

‣ Avoid modifying the VM and affecting performance

33
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Measurement Approaches

• Loadtime measurement mechanisms

‣ LIM, vTPM, TSS, IMA, PRIMA, OpenTC PET

‣ Requires VM support to report measurements

‣ Vulnerable to compromise

• VM Introspection

‣ Livewire, Xenaccess, VMSafe, Vex, SIM, VM Out-grafting

‣ Performance impact due to VM suspend

‣ Not aware of client requirements

34
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Excalibur
• Policy-sealed data [USENIX Sec 2012b]

‣ Do not release my data to the cloud until that cloud satisfies 
my requirements

‣ Customer-chosen policy

• How to ensure that only nodes that satisfy customer-
chosen policy get data?

‣ Attribute-based encryption

‣ Encrypt data using ABE description of load-time configuration

‣ A verifiable monitor is trusted to delegate correct credentials 
to nodes (using TPM attestations)
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Excalibur Approach

36

4/19/13 Nuno Santos 

Excalibur Architecture!
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Runtime Monitoring
• Excalibur does not address runtime issues with instance

‣ Customers may want to ensure that clients of their services 
only receive communications from satisfactory instances

‣ Customer may want to take remediative actions

37
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Client

Cloud Node

VM

Channel
Mediator

Integrity Verification Proxy(1) Register criteria

(2) Verify 
Monitor / Node

(3) Verify VM

(4) Connect

(5) Report Violation
Measure
Framework

Modules
Monitor VM

Integrity Verification Proxy
• Clients specify criteria to be enforced by a channel 

mediator [TRUST 2012] 

• Set of measurement modules verifies the criteria

‣ Loadtime modules measure VM components

‣ VM Introspection to examine runtime criteria 

• E.g., Binaries/data loaded, enforcement disabled, policy changes, 
kernel data (binary handler), etc.
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What Criteria?
• What criteria should we check for?

‣ Prevent cloud attacks discussed earlier

• Some attacks are difficult to prevent in modern systems

‣ Are published instances void of vulnerabilities?

‣ Do configurations satisfy classical integrity and secrecy?

‣ Can there be no trusted cloud services in TCB?

‣ Can all insiders be fully untrusted in working cloud?

39
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Measure enforcement
• Validiate your best effort (e.g., approx. Clark-Wilson)

‣ Consistent with what you would do in data center

‣ Hopefully, best effort can be improved by future research

• Built Apache VM to approximate Clark-Wilson integrity

‣ Acceptable versions of published instances

‣ Acceptable policies for firewall, DAC, SELinux, “Process Firewall”, 
etc, and only acceptable code is run

• Also, expected enforcement is on - e.g., validate kernel loading methods, 
SELinux enabled, etc. - initially and throughout runtime

‣ Validate input parameters from cloud services comply [TR 2013]

‣ Limit insider access and trust in insider

40
Saturday, September 14, 13



Systems and Internet Infrastructure Security (SIIS) Laboratory Page

Challenges

• Can we trust a monitor in a cloud node?

• Can we efficiently and securely measure comprehensive 
integrity in a variety of conditions?

• Can we integrate monitor into a cloud platform?

41
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Cloud Verifier Overview

42
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OpenStack Integration

43
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Protocol Performance

44

85

Operation Mean

CV Verification 1.09
TPM Quote 0.84
Communication 0.17
Others (read, write file etc.) 0.08

Node Join Protocol 1.68
TPM Quote 0.82
OpenSSL Node Key Generation 0.29
Node Certificate Generation 0.22
Communication 0.23
Others (read, write file etc.) 0.12

Client Criteria Registration 0.54
Openstack Processing 0.30
Instance Certificate Generation 0.22
Certificate Verification 0.04

Table 5.1. Protocol time delay breakdown. Times are in seconds and are averages of 30 runs.

5.5.3 Protocol Overhead

Table 5.1 shows the breakdown of three major protocols in our CV framework. These

numbers are the average of 30 runs of the protocol. The first is the time due to verifying

the nova-verify service, which the client must do before using the cloud. The second

is the compute node’s cloud join protocol. In both cases, the majority of the overhead

comes from the TPM quote operation. Despite this, the delay is less than 2 seconds.

For the node join protocol, this is a significantly shorter time than the boot process the

node must go through and is only a one time cost per boot. For the CV verification,

we envision techniques like Asynchronous Attestation [92] can be used to to reduce this

delay since it will be a major bottleneck for potentially thousands of clients connecting to

the cloud. Finally, the client registration operation has a negligible overhead compared

to the typical delay incurred by using the API server in general. It is worth noting that

to the total time will depend on the modules that must be check for the client’s criteria.

This represents the minimum time only.

5.6 Related Work

We now present a summary of work related to verifying cloud computing platforms, why

they are insu�cient for meeting our goals, and how the CV framework overcomes their

shortcomings.
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• Ubuntu 12.04 OpenStack distribution testbed

‣ Two Node blades + Cloud Services blade

• Join protocol introduces minor startup delay

‣ Majority of overhead is TPM related

• RabbitMQ < 3% throughput slowdown

Saturday, September 14, 13



Systems and Internet Infrastructure Security (SIIS) Laboratory Page

Application Benchmarking
• Benchmarked two of the top Amazon AMIs

‣ Ensure cloud criteria for inputs, policies, enforcement, code

‣ Varied concurrency level of Apache Benchmark (ab)
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Customer-Driven Monitoring
• CV/IVP Limitation

‣ IVP must be trusted by cloud vendor 

‣ Part of management VM

• What if you need to perform monitoring that the cloud 
vendors will not support?

46
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Self-Service Clouds
• Customizable cloud platform stack [CCS 2012]

47

Why do these problems arise? 

Hardware 

Hypervisor 

Management$
VM$(dom0)$

Work"
VM"

Work"
VM"

Work"
VM"

14"

Slides courtesy of Vinod Ganapathy
Saturday, September 14, 13



Systems and Internet Infrastructure Security (SIIS) Laboratory Page

Self-Service Clouds
• Customizable cloud platform stack [CCS 2012]
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Self-Service Clouds
• Customizable cloud platform stack [CCS 2012]

‣ UDom0 boots customer-defined Service VMs

49

An SSC platform 
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Limitations and Next Steps
• Accuracy of monitoring depends on quality of software 

‣ Same security problems we have been solving

‣ Minimize TCB, Harden Software, etc.

• Effectiveness of monitoring requires understanding 
attack paths and risks

‣ Attack graphs: Analyze information flows [ESORICS 2011] 
[ACSAC 12]

‣ Semantic gap: Monitor internal to guest instance as well

• We discussed monitoring a single component 

‣ Should expand to inter-component requirements

‣ Shared reference monitor is one proposal [ACSAC 2006]
50
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Open Questions
• Clouds essentially offer a hardware management utility

‣ If you have “enough” hardware, then is this very valuable?

• Problem is administration of your instances

‣ Cloud vendors only help minimally

• Preconfigured instances (may have problems)

• Can utility provide world-class administration at scale?

‣ Load-time: configure specialized defenses for your application

‣ Runtime: detect and adapt your application to evade attacks

• Solving these problems are not specific to cloud 
computing as currently envisioned

51
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Summary
• We can provide fine-grained and customizable 

monitoring of cloud instances

‣ Even that does not disturb the cloud vendors threat model

• Currently, cloud computing makes security more 
difficult 

‣ Insiders, publishers, more services, more policies 

‣ But, cloud vendors lack knowledge of how to help customers in 
a cost-effective way

• Long-term Goal: Automated, world-class administration 
that leverages such monitoring  

‣ For now, use monitoring for one threat at a time

52
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Thank you
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